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Abstract: This paper presents an experiment in human emotion recognition based on 
voice analysis. The audio signals generated by capturing the human voice with a 
microphone are input into an audio processing system that creates image files containing 
the spectrograms of the corresponding signals. Assuming that certain emotions produce 
recognizable alterations of the spectral composition of the voice signals, the respective 
spectrogram images were classified using a convolutional neural network. The training 
data set consisted in 2407 recordings created by 24 actors displaying a palette of 
emotional states ranging from neutral, calm, to happy, angry, scared, disgusted and 
surprised. The overall accuracy of the recognition system was quite modest (around 
20%), but the implementation based on the open source TensorFlow library for machine 
learning is worth attention. 
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1. INTRODUCTION  

Emotions are ubiquitos in everything humans do.  
They are intrinsically linked to every human 
behavior, and involve complex neuro-physiological 
activity at both conscious and unconscious levels 
(Fischer et al., 1990). Emotions also play an 
important part in human communication, and by 
triggering certain neural mirroring processes 
(Marshall & Meltzoff, 2011) they tend to spread 
across communication networks in a process 
described as "emotional contagion" (Hatfield et al., 
1993).  

As computers and intelligent machines become an 
increasingly important part of our lives, the topic of 
automatic emotion recognition gains momentum in 

the context of the research on Human Computer 
Interaction (Dix, 2009).  

Since emotions entail a variety of components, such 
as subjective experience, cognitive processes, 
emotional behavior and psychosomatic changes, the 
solutions proposed for emotion recognition tend to 
adopt one of the following main research directions 
(Cowie et al.  (2001). 

a. Emotion recognition based on automatic facial 
expression analysis (Fasel & Luettin, 2003); 

b. Emotion recognition based on detecting alterations 
of some physiological parameters by means of 
wearable sensors (Lara & Labrador, 2013); 
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c. Emotion recognition based on based on speech 
analysis (El Ayadi et al, 2011).  This includes 
solutions relying the analysis of the semantic content 
of the speech through Natural Language Processing 
(Strapparava & Mihalcea, 2008), and also those 
based on processing the audio signals created by 
capturing the voice with a microphone (Bhatti et al., 
2004) 

Several companies have already launched 
commercial applications, such as personal assistants, 
capable - to a certain degree - to recognize and react 
to human emotions. Examples include Microsoft’s 
Cortana, Apple’s Siri, Samsung’s Bixby or Amazon’s 
Alexa. The above examples use voice analysis, but 
Huawei aims to use facial recognition alongside 
voice analysis. 

Amazon’s Alexa (Purington et al., 2017) aims to 
identify emotions through voice analysis; so far it 
does not have the functionality to call emergency 
services, but if it identifies keywords related to self-
harm or criminal activity it can give contact 
information and treatment suggestions.  

MIT’s Affectiva (www.affectiva.com) is an emotion 
measuring technology that implements facial 
recognition and psychological responses to identify 
emotion. Through facial recognition, Affectiva is 
able to identify seven fundamental emotions (anger, 
sadness, disgust, happiness, surprise, fear and hate) 
by comparing a subject’s face with emoticons. 
Through voice analysis, it is able to identify laughter, 
anger, enthusiasm and the speaker’s gender. 

IBM’s Watson (High, 2012) is a question-answering 
computer system, which can be used in call centers to 
identify emotion through voice analysis. Calls 
coming from an angry caller, would be redirected to 
an automated system, a more capable employee or 
identify the specifics of the call (emotional state, 
complaints, caller identification). 

The present paper describes a study on automatic 
emotion recognition starting from the alterations of 
the spectral composition of the audio signals 
generated by human voice. 

Starting from the assumption that certain emotions 
produce recognizable alterations of the spectrum of 
the voice signals, we have classified the  spectrogram 
images of the associated audio signals by means of a 
convolutional neural network. 

Though the overall accuracy of our recognition 
system was quite modest (around 20%), the 
implementation based on the open source 
TensorFlow library for machine learning is worth 
attention. 

Beyond this introduction, the paper is structured as 
follows: 

- Section 2 is a brief presentation of the theoretical 
background of the study. 

- Section 3 contains the description of the proposed 
solution. 

- Section 4 is reserved for discussion and 
conclusions. 

2. THEORETICAL BACKGROUND 

The human voice is a set of quasi-periodic impulses 
with frequencies ranging (on average) between 50 
and 5000 Hz, generated by the passage of air through 
the larynx, whose vibrations generate the carrier 
wave and interacts with the jaw, teeth, tongue and 
lips to generate formants, which are groups of 
harmonics identified as speech. 

The age and gender of a speaker manifest themselves 
in changes in the vibration frequency of the vocal 
chords, but the formants are speaker independent. 

The vibrations of the vocal chords determine the 
pitch of a speaker’s voice and the formants transmit 
linguistic information interpreted as words. 

There is evidence that human emotion influence the 
pitch and the amplitude of the voice signal 
(Lampropoulos & Tsihrintzis, 2012), and this is the 
starting point of a class of solutions for automatic 
recognition of emotions.  

Neural networks are the most common approach for 
the actual recognition of emotions (Bhatti et al., 
2004). 

Deep learning (also known as deep structured 
learning or hierarchical learning) is part of a broader 
family of machine learning methods based on 
learning data representations, as opposed to task-
specific algorithms. Learning can be supervised, 
semi-supervised or unsupervised. 

Deep learning architectures such as deep neural 
networks, deep belief networks and recurrent neural 
networks have been applied to fields including 
computer vision, speech recognition, natural 
language processing, audio recognition, social 
network filtering, machine translation, 
bioinformatics, drug design, medical image analysis, 
material inspection and board game programs, where 
they have produced results comparable to and in 
some cases superior to human experts. 

Deep learning models are vaguely inspired by 
information processing and communication patterns 
in biological nervous systems yet have various 
differences from the structural and functional 
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properties of biological brains (especially human 
brains), which make them incompatible with 
neuroscience evidences. 

In particular, Convolutional Neural Networks 
(CNNs) - a class of feed-forward ANNs, are 
commonly used in applications of machine vision 
and image processing.  

CNNs use a variation of multilayer perceptrons 
designed to require minimal preprocessing. 
Convolutional networks were inspired by biological 
processes in that the connectivity pattern between 
neurons resembles the organization of the animal 
visual cortex.  

CNNs need less pre-processing than other image 
classification methods, thus the overall complexity of 
the solutions is significantly reduced.  

Therefore, they seem to be one of the best solutions 
for image classification. CNNs apply a series of 
filters to the raw pixel data of an image, to extract 
and learn high-level used characteristics for the 

classification. CNNs (Fig.1) have three main 
components: 

a. Convolutional layers, which apply 
convolutional operations to the input data. For each 
sub region, the layer applies a set of mathematical 
operations to generate a single value within the 
characteristic output map. These layers usually use 
activation functions, such as ReLU to increase the 
nonlinearity. 

b. Pooling layers, which progressively reduce 
the spatial size of the representation and thus reduce 
the amount of computation in the network. The most 
common pooling function is max pooling, which 
partitions the input image into a set of non-
overlapping rectangles and outputs the maximum 
value for each region 

c. Dense layers (fully connected), where every 
neuron it is connected on the last layer and where the 
high-level reasoning takes place.  

 

 

 

Fig.1. Convolutional neural network 

3. DESCRIPTION OF THE SOLUTION 

The present study aimed to implement a software 
application capable to identify emotions in recorded 
voice signals. 

Affect can manifest itself through verbal or 
paraverbal analysis. Verbal analysis involves either 
conversation or text conversion that would allow us 
to analyze the context of a conversation (that could 
eliminate false positions such as, sarcasm or 
irrelevant use of keywords) or speech recognition 
that identify the emotional state by using some 
keywords. Para verbal analysis it is tracking the tone 
of voice changes, and examine the frequency and 
amplitude of speech rhythm, speech pauses, 
intonation, diction, pronunciation and emphasis. 

To identify and register changes in tone we had to 
isolate the voice pitch, which we accomplished, by 
measuring the average gap between two peaks in 
harmonics, manifested in the wideband spectrogram 
and comparing it to the values obtained from 
processing a sample data, which describe the 
subject’s neutral state. 

Data collection and preprocessing  

We collected the data, analyzed the exhibited 
emotion in each data file and split the files into 
folders according to the emotion. 
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Fig.2. Presentation of emotions by class 

 

The further data received a classification for training 
and testing. 

We used two lists, labels and images, where we 
stored subdirectory paths and the spectrogram image 
files. 

 

Data processing using machine learning and neural networks 

 

Fig.3. Neural network model 

Creating the model 

As input we used the spectrograms of the audio files 
in the data set, obtained using the SoX (SoX, 2018) 
tool, of a single audio channel. SoX is a utility tool 
used for playing, editing and analyzing audio files. 

During the development of the neural network 
model, we went through the following stages: 

a) Data preprocessing, we converted the data 
files to a single format (audio) and created the 
spectrograms, classified the data according to the 
exhibited emotion and split the data into training and 
testing batches 

b) Model construction, we build the model of 
Convolutional Network 

c) Model training, the training data was fed to 
the model in batches within numerous iteration, to 
guarantee that network has be thoroughly trained 

d) Model testing, where we ran batches of 
testing data through to model and compared the 
obtained result with the desired one, and obtained the 
prediction, the ratio between correct results and tests 
ran. 

The data set offered to us by Soft Tehnica was 
composed of 2407 video and audio samples of 24 
actors talking while trying to emote. Exhibited states 
range from neutral, calm, happy, angry, scared, 
disgusted and surprised. 

 

Fig.4. Conversion from a wav file to a spectrogram 
using SoX 

Spectrogram 

One way to analyze sound is the spectrogram, in fact 
the graphical representation of a sound’s spectrum in 
time. A spectrogram can be then treated as a bitmap 
whose elements contain the amplitude of a given 
frequency within a given time interval. 

Types of spectrograms:  

• Linear spectrogram, basic sound 
representation 

• Logarithmic spectrogram, for high 
frequencies 

• Mel spectrogram, for song’s study 

Our sound doesn’t have special features, so we 
decide to use linear spectrogram, which take the 
sound and represents it without other modifications. 
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Tensor Flow (TensorFlow, 2018) is an open-source 
software library used for dataflow programming 
across a range of tasks. It is a symbolic mathematical 
library used for machine learning related 

applications, such as neural networks. Google Brain 
team developed it for use it in the house. 

 

 

Fig.5. Process of creating a neural network 

Our model is a convolution network model used for 
image classification, with a single input and a single 
output layer, whose neurons are fully connected (to 
the neuron on the preceding layer and the following 
layer) that uses the ReLU activation function and the 
ADAM optimization function. 

Neural network modeling 

We started by initializing placeholders with the data 
prepared in the earlier stages and shaping them. A 
placeholder is a variable that stores input and output 
data. Loading the data leads to the end of a training 
epoch. 

Following that we shape the data in order to reduce 
the size and use it in the ReLU activation function 
f(x) = max (0, x). Which returns 1 if the input is 
greater than a given threshold and 0 otherwise, as 
shown in figure 6. 

 

Fig.6. ReLU function’s graph  

We feed the network images, treated as arrays where 
each element is a floating-point number between 0 
and 1. 

Our next step was to reduce the error rate. 
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Training the model entails the selection of an 
optimization function or parameter we used the 
Adam algorithm and focused on a high learning 
accuracy and low loss. The Adam algorithm is 
currently one of the most popular optimization 
methods for its good results and short run time. Loss 
refers to the conglomeration of errors per layer, is 
determined during the training and testing stages and 
can determine the functionality and accuracy of the 
model. 

 

Fig.7. Matrix named images contains an image 
converted in numbers  

 

 

Fig.8. Data in training step 

Our model obtained an accuracy estimate of 15-20% 
attributed to our technical limitations and of a rather 
small data set, which is while far from the desired 
80%. 

The lower the losses are, the better the model. The 
losses are calculated during the training and 
validation step. They are a sum of errors (produced 
by every example), which help us to determine how 
good is the model for one data set. 

We also tried to develop a second model, using Keras 
(Keras, 2018), but the results were not satisfactory. 

Keras is a high-level neural network API, capable of 
running on top of TensorFlow, developed with a 
focus on enabling fast experimentation. 

This model used audio files as input. We again 
implemented a convolutional neural network with 
ReLU activation and Softmax optimization.  

Input data was audio files, converted in number 
format and then in one hot format (matrix that 
contains only 0 and 1 values). The model built and 
saved was not enough because the generated 
prediction as a must did not fit with data set model. 

4. CONCLUSIONS AND FUTURE 
DEVELOPMENT 

Our model could help trainers to identify students’ 
emotions; teachers to better understand their 
students; call centers to better treat customers and 
improve the quality of life for their employees by 
avoiding interaction with angry customers; by 
companies to make better decisions during the hiring 
process, through a better understanding of a 
candidate’s soft skills. 

We made a model, which can be incorporate to an 
app, in purposes of testing the results and for 
gathering additional data used by smart devices. It 
can use the built in microphone, along with its 
characteristic noise to desensitize the model to it, to 
register data, which sent to a central server runs it 
through the model and sends to the application the 
predominant emotion exhibited in the given sample. 

In this study, we discovered that the TensorFlow 
model is more efficient for voice amplitude 
analyzing.  

Keras is simpler to use in neural network modeling, 
but TensorFlow gives us more possibilities in this 
way. 

The model has a rather low accuracy that attributed 
to a small data set due the fact of technical 
limitations.  

In present, voice analysis use spectrograms. In the 
future, we might incorporate a more precise method 
to obtain information, such as Fast Fourier Transform 
of a short interval sample or Autocorrelation. We 
might incorporate other measurements in our study, 
such as skin conductivity, facial recognition, heart 
rate, context analysis or speech recognition. 
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