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#### Abstract

There are many techniques of using routing protocols on Sensor Network's mobile nodes, yet failures can occur in Wireless Networks path. High mobility leads to slipping nodes in the routing table, causing packet loss; current protocols suggest using rediscover paths. Nevertheless, this process increases delay. This paper proposes a design of two different methods to select the shortest multipath and select the longest multipath to get different scenarios to Set Backup Routes on Sensor Network "SBSN" to avoid using rediscover routes by providing different paths and improve the performance and efficiency of a network depending on the method of packets processing declared in the Proposed System. The proposed technique merges An Ad Hoc On-Demand Distance Vector "AODV" and Multipath-Ad Hoc On-Demand Distance Vector "M-AODV". Comparison of a delay in transmitting rate, loss of packets, and packet delivery ratio to ensure a network's transmitting performance and efficiency Achieves low broadcast redundancy. It avoids the challenges of establishing paths from low to high-mobility of nodes between a single source and destination.
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## 1. INTRODUCTION

The heterogeneous mobile ad hoc network MANET connection can happen through a wireless mesh network. [1] In dynamic topology, the mobility nodes are responsible for much control and delays in the routing of wide network congestion [2]-[4] and large loading [5]-[8]; there are many Routing Protocols, such as M-AODV, which is used for selecting multipath between the source and destination node. [2], [9], [10] However, some of these protocols are inefficient and have a short life span on changing topology networks "mobile network nodes" [10], [11] such as a Sensor Network by lowering network efficiency since this protocol generates more control packets by the nodes on the network [3], [12], [13]. When a node receives a control packet from a neighbor RREQ Route Request, RREP Replay Request, it rebroadcasts the packet after updating the routing table, if it specifies a new path between source and destination based on the first hop in RREQ and RREP. [13]-[15] As a result, all of these control packets will increase the likelihood of packet congestion on the node channel [4], [10], raising routing overhead [4], [16], routing discovery latency [3], [16], and these parameters will affect the risk of packet failure [3], [10], [14], decreasing packet distribution ratio [3], [4], [17], and increasing routing discovery frequency [15]. A major problem with mobile multi-hop Networking is how to effectively deliver packets between highly efficient nodes the multi-routing protocol generates sets of Routes. Every sensor operates in the network, and network topology changes spread between the nodes. Due to packet loss, large overhead, and network delay, Sensor network congestion can be triggered by the routing discovery and the change in the topology for the wireless network. [6], [12], [18]. Therefore,
this study aims to reduce packet loss, increase packet delivery ratio, and avoid challenges to improve a network.

## 2. RELATED WORK

The Multipath Routing Protocol allows the discovery of multiple paths between nodes for communication with overhead and traffic control packets like M-AODV used to compute Multiple loop-free and link-distinguished paths for each node along with a list of the next loops, to track multiple routes to routing entries [6], [7], [9], [18], [19]. The number of hops are used to submit destination path advertisements. An intermediate node accepts RREQ only with a different end hop. Each node route advertising specifies an alternative route to a destination so that several reverse routes are established and identified in their route list at intermediate nodes to the same destination. [6], [9]. A node supports loop freedom only[6]. Therefore, the advertised hop count does not adjust with the same hop number since the maximum hop count is used. All such copies will, however, lead to routing load if they are accepted to create routes. The first Hop field is given for each RREQ to indicate the first source neighbor. Each node searches a first list for each RREQ to track the source neighbors list receiving a copy of the RREQ. The destination will only respond to an RREQ through a single neighbor to ensure connection disjoint in the first hop of the RREP [7], [12], [15]. Multiple routes between nodes that wish to contact can be efficiently found through the MultiRouting Protocol MRP [5], [19], [20]. This algorithm is based on AODV Multi-path [12]. Since nodes mobility in a network, this protocol can prevent traffic congestion and frequent communication interruptions. Disjoint protocol uses route accumulation as an essential component of the protocol to escape loops [5], [19], [20]as the topology of the sensor network varies dynamically and there are few nodes in
the network. The Disjoint Algorithm is a separate routing detection method from AODV Multi-path, and the source routing algorithm is used. The Disjoint protocol can classify network traffic into different priorities and implement priority planning and queuing management mechanisms to ensure QoS by seeking the shortest trajectory with lower loads. [12], [21]. Since it minimizes routing overhead by using the nexthop in any separate RREQ and RREP to choose multipath between source and destination, this article proposes a Disjoint Multi-Routing Protocol DMRP system as a normal approach in achieving and supplying QoS in ad hoc network. We made the source node as the destination node for RREP to allow the intended node to choose competing positions. Moreover, in the node domain, the next hop for the reverse routing continually transmits RREP and ensures the first disjoint node of the RREP packet route transmitted is reciprocated. The possibility of the node to find backup routes SBSN in this way.

## 3. PROPOSED SYSTEM

The node will start the route discovery procedure with a SBSN routing protocol with a local service feature to establish new RREQ Route Request packet route diffusion. The source routing and broadcast node table in RREQ waits for an RREP Route Reply packet, the reverse routing loop can be avoided by providing several separate paths to the destination node as much as possible depending on the nexthop inside the control packet. The vast network size is possible to use the SBSN. It connects many nodes through the next hop to hold the intermediate node ID, RREQ and RREP control packets. Often minimize overheads due to the use of the following hop field instead of the route accumulation field, since the routing table size at each node decreases, and storage sizes are small enough to store several routes.

### 3.1. Pseudocode of SBSN

### 3.1.1. Shot path:

1. SBSN::recvRequest(Packet *p)
2. Scr checks if routes to Dst are exist. Else broadcast RREQ.
3. Drop RREQ if $\operatorname{Scr}=$ Index.
4. Drop RREQ if ((saddr = Index or Seq_Num_ RREQ >= Seq_Num_RT) \& (hop_count_RT ) > (hop_count_RREQ)) .
5. Else previous_path_delete \& Reverse_path_insert (saddr, hop_count_RREQ+1).
6. forward(SBSN_rt_entry*)
7. Else if ( ( forward_path \&\& ( reverse_path_lookup (reverse_ nexthop, reverse_Scr) == NULL) )) )
8. Else if ( (rq->rq_dst $==$ index) \&\& (new_ SBSN.path(saddr(),reverse_ Scr))) \{ Reverse_path_insert (saddr, hop_count_RREQ+1) \}
9. sendReply (RREQ_src,RREQ_dst,Seq_Num_ RT,saddr) \}
10. SBSN:: recvReply (Packet *p)
11. If ((saddr(),!= index) \& (Seq_Num_ RREP >= Seq_Num_RT) \& ((hop_count_RT ) > (hop_count_ RREP))) \{
12. previous_path_delete \& forward_path_insert (saddr, hop_count_RREQ+1)\}
13. forward((SBSN_rt_entry*)

### 3.1.2. Long path:

1. SBSN::recvRequest(Packet *p)
2. Scr checks if routes to Dst are exist. Else broadcast RREQ.
3. Drop RREQ if Scr = Index.
4. Drop RREQ if ((saddr = Index or Seq_Num_ RREQ >= Seq_Num_RT) \& (hop_count_RT ) < (hop_count_RREQ)) .
5. Else previous_path_delete \& Reverse_path_insert (saddr, hop_count_RREQ+1).
6. forward(SBSN_rt_entry*)
7. Else if ( ( forward_path \&\& ( reverse_path_lookup $($ reverse_ nexthop, reverse_Scr) $==$ NULL) ) ))
8. Else if ((rq->rq_dst $==$ index) \&\& (new_ SBSN.path(saddr(),reverse_ Scr))) \{ Reverse_path_insert (saddr, hop_count_RREQ+1) \}
9. sendReply (RREQ_src,RREQ_dst,Seq_Num_ RT,saddr) \}
10. SBSN:: recvReply (Packet *p)
11. If ( $(\operatorname{saddr}(),!=$ index) \& (Seq_Num_ RREP >= Seq_Num_RT) \& ((hop_count_RT ) < (hop_count_ RREP))) \{
12. previous_path_delete \& forward_path_insert (saddr, hop_count_RREQ+1)\}
13. forward ((SBSN_rt_entry*)

### 3.2. Multipath Routing Discovery

The "Scr" source node initially checks whether the source node sends data packets to "Dst" the destination node of the routing information, If routes are exist, or the source node will begin to scan paths by sending process requests to nodes broadcasting RREQ control packets and using "saddr" the next hop of intermediate nodes to get multi node-disjoin If routes are not exist. In case of turn upside-down at the ending RREQ packets. The intermediate node excludes RREQ if it has already been received until the next hop equals the index or RREQ has a large number of hops, and it accepts the receiving of RREQ. When "Seq Num_ RREQ" Sequence number in RREQ is greater than "Seq Num_RT" Sequence number in routing table, or when Sequence number in RREQ equals Sequence number in routing table, and "hop count RT" in routing table is greater than "hop count_ RREQ" hop count in RREQ, the shortest route is identified. The node then deletes the previous reverse path and records a new reverse path that includes the neighbor node's IP address from the next hop in RREQ to the routing table and appends its IP address to the same next-hop, then rebroadcasts RREQ to the neighbor. If the routing table has the forward route to the
destination node, the intermediate node returns the RREP to the source node. Here, the process will reduce the delay of discovering the route; otherwise, it broadcasts the RREQ to the neighbors. This method will continue until the RREQ reaches the destination node, at which point, a sequence of routes will be calculated by matching the current next hop in the obtained RREQ with all possible next hops in a set of reverse paths in the routing table. Then, in the same reverse route as receiving RREQ, The destination send RREP to the source node; when an intermediate node receives RREP, it deletes the previous forward path from the routing table and it applies the IP of the neighbor node from the next hop of RREP to the forward path, then it records the IP to next-hop and forwards RREP to a single reverse-path when the RREP Sequence number is greater than the routing table Sequence, or RREP Sequence Number is equal to the routing table sequence number. However, the hop count RREP is less than the Hop count in the routing table, so this process will contain at any hop after another hop until the path discovery source node is completed. using another method, we modify this routing protocol to select the longest path. Therefore, intermediate nodes and destination nodes support RREQ when the RREQ count is larger than the hop count on the routing table and they accept RREP if the RREP count is larger than the routing table's hop count.


Fig. 1. Select 2 paths between node $A$ and $S$. $-\rightarrow$ reject $R R E Q$ by intermediate or destination node because of large numbers hop count or RREQ already be received. $\longrightarrow$ accept RREQ because of short hop count. Nodes B, C, D, and E accept request from source node because the first hop is equal to 1 , node $A$ rejects request from $B, C, D$, and $E$ because source id in RREQ is the index, node $B$ rejects RREQ from node $C$ because the hop count in RREQ is greater than hop count in the routing table, node $G$ accepts $R R E Q$ from node $C$ and rejects RREQ from node $B$ for some reason, such as the "delay" of processing many RREQ on node B received from other node.


Fig. 2. Select the 2 shortest paths between node $A$ and $S$. $\longrightarrow$ accept RREP by intermediate node and the source code.


Fig. 3. Select the 2 longest paths between node $A$ and $S$. $\longrightarrow$ accept RREP by intermediate node and the source code.

### 3.3. Path Maintenance

A route error message contains the previous Hop and the next-hopaddress while managing the routing process. When the link from a nearby node is blocked into the source along the reverse track, the error message will be created when an error message from a nearby node is received. A routing loop is an issue for different node network types. They happen if a routing algorithm processes errors and the path to a specific destination forms a loop in a node group. If a node has already been visited by the packet limit of having just one path per destination, a new randomly selected path would be generated, but this issue has been avoided in RREQ and RREP by relying on the next hop. When it computes several loop-free paths at a destination node, there are two problems. Which node should announce to others in many routers? Since each path has different hop numbers, an arbitrary selection can lead to loops, so the next hop field in RREQ can be used to avoid this case by holed node id in every process. The second node should consider the advertised routes. Again, naively accepting all tracks can lead to looping. SBSN Routing computing has three main features that help it achieve a low redundancy and prevent a broadcast flood in Sensor Network. Next hop in RREQ is decreasing broadcast packets in multipath routing "Shortest path and the longest path previously discovered during PREQ broadcasting are two different cases between intermediate nodes on the network" to selecting backup routes.

## 4. IMPLEMENTATION

We use NS-2 network simulator with 50 nodes moving in 500 m 500 m of rectangular space and the stay time of 0 . The source node sends a broadcast message RREQ and RREP, each one is 512 bytes in size, and the period of the simulations 500 second. The two max. movement speeds of " $10 \mathrm{~m} / \mathrm{s}, 20 \mathrm{~m} / \mathrm{s}, 30 \mathrm{~m} / \mathrm{s}, 40 \mathrm{~m} / \mathrm{s}, 50 \mathrm{~m} / \mathrm{s}$ " were simulated for each node. A different pattern of rectangular area nodes comprises the simulation environment. In the area, the nodes are located randomly, and each has a radio range. As a model of mobility node, the probabilistic graphical model is selected.


Fig. 4. Network Animator

## 5. RESULTS

The following parameters evaluate the output of two SBSN protocol cases:

### 5.1. The End-to-End Delay

All possible receiving packet delays as we show in fig 5, the short path method is better than the long path method for the time of discovering path because we have greater number of nodes at long paths and the neighbor nodes move out of the radio range so that the processing will be the longest.


Fig. 5. The End-to-End Delay

### 5.2. Average of Packet Delivery Ratio

Does the target node obtain the packet ratio over the packet number sent by the source? It gives an indicator of the routing protocol's end-to-end distribution functionality. The Average Packet Delivery Ratio in the long path method is less than the short path method because of the expiring of
time to live at every packet reason of many node numbers and more processing times will cause packet loss.


Fig. 6. Average of Packet Delivery Ratio

### 5.3. Average Packet loss Ratio

The major cause for the loss of packets is congestion and the end of time to live. If a crash occurs between two or more network-wide packets between intermediate nodes, the packet is lost.


Fig. 7. Average of Packet loss Ratio

### 5.4. Average Packet throughput

The high ratio of throughput in the short path means there are fewer nodes in paths, so there is a low probability of packet loss compared to discovering long path needing extra processing time for any number of packets to re-found the route to the destination node.


Fig. 8. Average Packet Throughput

## 6. CONCLUSIONS

By recording the shorter hop count in the routing table entry, SBSN has provided high Quality of Service and it has reached to several Backup Routes. The simulation's effects are obvious: the shortest path in SBSN outperforms the case of the longest path because the shortest path has a higher packet delivery ratio, lower packet loss rate, low end-to-end delay, and high Average Packet throughput. These characteristics make the protocol suitable for the highest performance for multipath between the source nodes and destination nodes. The routing rate of renewal is less than that of the longest route within the complex network topology, adjusting in a way that higher than the cost of routing the shorter path protocol, thus decreasing the amount of network packet routing reducing the likelihood of packet crashes and increasing network efficiency. In a future work, we intend to select nodes with low mobility speed in two different cases of short paths and long paths then evaluate additional parameters.
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