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ABSTRACT  

The junction flow between an hydrofoil and a plate is manifested by the generation of vor-
tex structures as a result of the interaction between the boundary layer on the plate and 
the boundary layer on the profile. Two benchmark tests have been identified in the litera-
ture: one for the flat plate, and the other for the NACA 0012 profile. The Verification and 
Validation study for both hydrofoil and flat plate was performed by testing all turbulence 
model implemented in Ansys Fluent and results are compared with the experimental ones. 
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1. INTRODUCTION  

The significant development of numeri-
cal methods for solving engineering prob-
lems has inevitably led to the need to assess 
the credibility of the results. This process is 
known in the literature as Verification and 
Validation. According to Roache (1997), 
verification is a purely mathematical process 
that proves those equations are solved cor-
rectly and quantifies numerical errors, while 
validation is a physics-based scientific-
engineering process that proves that correct 
equations are solved and estimates errors due 
to modeling. 

The first public statement on assessing 
the accuracy of numerical solutions belongs 
to the editorial policy of the ASME Journal 
of Fluids Engineering (Roache et al., 1986), 
and revised by Freitas (1993). Similar re-

quirements have been adopted by the AIAA 
Journal (AIAA, 1994), ASME Journal of 
Heat Transfer (Editorial Committee, 1993) 
and International Journal for Numerical 
Methods in Fluids (Gresho and Taylor, 
1994). All editorial policies had in common 
two basic requirements for numerical studies 
to be published. Each numerical problem had 
to be set out clearly and completely so that 
any interested reader could reproduce the 
studies, and the numerical results together 
with the calculation program were accompa-
nied by estimates of the accuracy of the re-
sults. All studies had to specify iterative and 
spatial errors as well as those due to temporal 
discretization, but without evaluating dis-
cretization errors. But in 2008 the ASME 
Journal of Fluid Engineering (Celik et al., 
2008) was the first journal to publish in its 
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editorial policy a five-step procedure for de-
termining numerical uncertainty. 

Although the literature is extensive on 
this topic, Oberkampf (2010), Roache (1997, 
1998), Stern and Coleman (1999, 2008), Eça 
and Hoekstra (2012), there is no universal 
procedure for complex turbulent applications 
in fluid dynamics. As proof are the work-
shops organized by Luis Eça and Martin 
Hoekstra in Lisbon, in 2004, 2006 and 2008, 
during which uncertainties were discussed 
and analyzed on three levels: verification of 
calculation programs, verification of the so-
lution, and validation of the solution based 
on cases of two-dimensional, turbulent, sta-
tionary flow of incompressible fluids existing 
in the ERCOFTAC database. The series of 
workshops continues in 2010, during the 
conference organized by ECCOMAS (Euro-
pean Community of Computational Methods 
in Applied Sciences), in a section dedicated 
entirely to verification and validation of nu-
merical results, culminating in 2012 with the 
symposium dedicated to verification and 
validation by the American Society of 
ASME-American Society of Mechanical 
Engineers. Stern et al. (1999) are the first to 
propose a pragmatic approach for determin-
ing the errors and uncertainties associated 
with numerical simulations in naval hydro-
dynamics. The first guide with recommenda-
tions for verification and validation in CFDs 
appeared in 1998 at the American Institute of 
Aeronautics and Astronautics (AIAA). In 
2000, the best practice guide in CFD issued 
by ERCOFTAC appears, which deals with 
the problem of evaluating the errors of nu-
merical simulations. However, discussions 
and methodologies for estimating calculation 
errors and their associated uncertainties in 
the CFD have reached a certain level of ma-
turity with the publication in 2009 by ASME 
of the complete guide for validation and veri-
fication in solving problems in fluid mechan-
ics and thermal transfer. 

The flow around the junctions between a 
profile and a plate is manifested by the gen-
eration of vortex structures as a result of the 

interaction between the boundary layer on 
the plate and the boundary layer on the pro-
file. Two benchmark tests have been identi-
fied in the literature: one for the flat plate, 
and the other for the NACA 0012 profile. As 
a result, the study for the validation of the 
immersion junction calculation methodology 
will have two components: on the one hand, 
the flow on the plate will be studied, flat in 
relation to the results obtained by Yang and 
Voke (1993), and centralized in case 73 of 
the ERCOFTAC database, and on the other 
hand will study the flow around the aerody-
namic profile NACA0012 in relation to the 
results obtained by NASA Langley Research 
Center- Turbulence Modeling Resource. 

 

2. FLOW AROUND NACA 0012 
HYDROFOIL 

2.1. Benchmark 

For the validation of the viscous flow 
around the aero-hydrodynamic profile 
NACA 0012 was chosen the study presented 
by NASA Langley Research Center and pre-
sented on Turbulence Modeling resources, in 
case of flow without angle of attack at Reyn-
olds number 3x106. 

 

2.2. Verification and Validation 

Three O-H grids, with grid coarsening 
ratios, 𝑟௜௝ = √2, were generated, according 
to ASME V&V 20 (2009), on a circular cal-
culation domain with a minimum radius of 
three chord lengths. The generation of the 
fine grid is performed by hyperbolic extru-
sion, starting from the profile, discretized 
with 150 nodes, with the cell growth ratio in 
the boundary layer, r = 1.1, obtaining the 
two-dimensional O type having 301x94 cells. 
On the vertical direction of the computational 
domain, or on the width of the profile, the 
basic grid is extruded on a unit length with 
80 equidistant nodes, finally obtaining the 
grid with 301x94x80 knots.  
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Fig.1. O-H grid around NACA 0012, top 
view 

To keep the same solving conditions in 
the boundary layer, the grids were generated 
starting from the same distance to the dimen-
sionless wall, y+ = 1. 

Table 1 presents the grids generated in 
the study, fine, medium and coarse. 

 
Table 1. Generated grids 

Grid Fine (1) Medium (2) Coarse (3) 

Ni 2204100 771680 269100 

∑Vi 
[m3] 

34.3 34.3 34.3 

hi [m3] 1.555E-05 4.441E-05 1.274E-04 

r21  1,414  

r32   1,414 

The numerical simulations were per-
formed with Ansys Fluent v12, with the pres-
sure-based solver, related to the incompressi-
ble flow. The inlet boundary was defined as 
"velocity inlet", the outlet boundary was de-
fined as presure outlet and the no slip condi-
tion on hydrofoil. The top and bottom 
boundaries were declared as "symmetry" 
type borders. All calculations were per-
formed with the double-precision solver, and 
for convergence the value 10-6 was imposed 
for residues. As a result, rounding and itera-
tive errors were neglected, being considered 
only discretization errors in determining nu-
merical errors. The pressure and velocity 
equations were coupled with the SIMPLEC 
scheme, the pressure was calculated with the 

Standard scheme. For the stability of the 
solver, convergence was first obtained using 
first-order upwind schemes. (FOU) for im-
pulse and turbulent quantities and then to 
achieve convergence again using second-
order upwind schemes (SOU). 

All steady-state turbulence models avail-
able in Ansys v12 were tested, and the results 
of the drag coefficient together with the dis-
cretization error and uncertainty are present-
ed in Table 2. The lowest values of the dis-
cretization uncertainty are obtained with the 
𝑘 −  Standard and Reynolds stress model-
Linear pressure strain models, around 3%, 
and the highest values are obtained with the 
Reynolds stress model with the Low Reyn-
olds option. 

Table 2. Drag coefficient grid errors and 
uncertainties 

Turb. 
mod. 

(1) (2) (3) 
δG 

[%] 
UG 
[%] 

SA1 7.426 8.117 9.026 29.40 36.75 

SA2 7.363 8.055 8.964 29.78 37.22 

kεS 1.086 1.998 1.658 49.94 62.42 

kε 
RNG 

6.497 9.475 1.466 61.87 77.33 

KεR 4.986 5.823 6.948 48.89 61.11 

kωS 1.724 2.061 4.558 3.06 3.82 

Kω 
SST 

7.102 6.121 7.423 42.30 52.87 

kω 
SST-
TF 

6.263 4.372 5.365 33.40 41.75 

RSM-
LPS-
EWT 

4.886 5.738 1.254 2.50 3.12 

RSM 
-LR 

4.520 5.315 6.302 72.65 90.82 

Where  
Drag coefficient values presented are multi-
plied with 103. The first column contains the 
turbulence models taken into account. 
The results obtained with the fine grid are 
compared with those obtained by Ladson, 
1988, Gregory and O'Reilly, 1970, Abbott 
and von Doenhoff, 1959, and Jespersen et al. 
2016, and together with the validation error 
and the validation uncertainty, are presented 
in table 3. 
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Table 3. Comparison error uncertainty 

Turb Fine Exp. 
E  

[%] 
Usn 
[%] 

Ue 
[%] 

SA1 7.426 8.255 -10.04 36.75 38.09 

SA2 7.363 8.255 -10.80 37.21 38.75 

kεS 1.086 8.255 31.53 62.42 69.93 

kε 
RNG 

6.497 8.255 -21.29 77.33 80.21 

KεR 4.986 8.255 -39.60 61.10 72.81 

kωS 1.724 8.255 108.8 3.82 108.87 

Kω 
SST 

7.102 8.255 -13.96 52.86 54.68 

kω 
SST-
TF 

6.263 8.255 -24.12 41.75 48.22 

RSM-
LPS-
EWT 

4.886 8.255 -40.80 3.12 40.92 

RSM 
-LR 

4.520 8.255 -45.24 90.81 101.46 

All drag coefficients are expressed multiplied 
by 103.  

If the 𝑘 − standard model is excluded 
from the error analysis, it is observed that the 
turbulence model with an equation, Spalart 
Allmaras, with both options, Vorticity based 
and Strain/Vorticity-based, produces the re-
sult closest to the experimental value, within 
10%, and the biggest differences are obtained 
with the Reynolds stress model with the Low 
Reynolds option. Regarding the validation 
uncertainty, the models that obtain the values 
minimum, 38%, and maximum, 101%, are 
kept. 

Fig.2. Pressure coefficient distribution on 
the hydrofoil 

The following is a comparison between the 
numerically calculated pressure coefficient 
and the experimentally measured one by Ab-
bot (1959) and Gregory (1970) but also a 
comparison between the friction coefficient 
calculated with Fluent and the friction coeffi-
cient calculated with the CFL3D solver, be-
longing to NASA.  
It can be observed  good correlation between  
the numerical curve with the experimental 
data of the pressure coefficient.  

 

Fig.3. Skin friction coefficient distribution 
on the hydrofoil 

The skin coefficient of friction if qualita-
tively the distribution is similar to that identi-
fied in the literature, quantitatively, the 
Spalart Allmaras model, calculated with An-
sys Fluent overestimated the values of shear 
stresses by about 25%. 

 

3. FLOW OVER FLAT PLATE 

3.1. Benchmark 

The study considered for the validation 
of the viscous flow on the flat plate is the 
numerical experiment performed by Yang 
and Voke in 1993 and made public with the 
number C.73 from the ERCOFTAC data-
base, Classic collection. The numerical study 
consists in the calculation using LES (Large 
Eddies Simulation) at parallel flow with a 
flat plate measuring 300mm x 20mm, with-
out pressure gradient, with 5% turbulence 
imposed and a speed of 9.6 m/s.  
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3.2. Verification and Validation 

Taking into account the peculiarity of 
the flow, three two-dimensional grids, 
300mm x 30mm, with grid coarsening ratios, 
𝑟௜௝ = √2, were generated, according to 
ASME V&V 20 (2009). To keep the same 
solving conditions in the boundary layer, the 
grids were generated starting from the same 
the dimensionless wall distance, y+ = 1. 

 
Table 4. Generated grids 

Grid Fine (1) Medium (2) Coarse (3) 

Ni 8000 2000 500 

∑Ai [m2] 0,009 0,009 0,009 

hi [m2] 1,125E-06 4,500E-06 1,800E-05 

r21  1.414  

r32   1.414 

 
The numerical simulations were per-

formed with Ansys Fluent v12, with the pres-
sure-based solver, related to the incompressi-
ble flow. The inlet boundary was defined as 
“velocity inlet, the outlet boundary was de-
fined as presure outlet. The wall condition 
was applied to the plate, and the symmetry 
condition was applied to the upper border. 
All calculations were performed with the 
double precision solver, and for convergence 
the value 10-6 was imposed for residues. As a 
result, rounding and iterative errors were 
neglected, being considered only discretiza-
tion errors in determining numerical errors. 

All steady-state turbulence models avail-
able in Ansys v12 were tested, and the values 
of the drag coefficient together with the dis-
cretization error and uncertainty are present-
ed in Table 3.10. Although it is not a model 
of turbulence, the case of laminar flow was 
also considered, as the transition from lami-
nar flow to turbulent flow is also studied. 
The models of turbulence in the family are 
better suited to grids with y +> 30. As a re-
sult, in order to be able to be used on the 
study grid, at y + = 1, the wall functions were 
activated through the “Enhanced wall treat-
ment” option. 

Table 5. Discretization error and uncertainty 
for the drag coefficient 

Turb G1 G2 G3 
δG 

[%] 
UG 
[%] 

Lam 3.224 3.206 3.118 0.1370 0.1713 

SA 6.905 6.964 6.970 0.0902 0.1127 

kεS 7.016 7.036 7.074 0.2931 0.3663 

kε 
RNG 

7.007 7.025 7.055 0.3517 0.4397 

KεR 7.021 7.043 7.088 0.2932 0.3665 

kωS 6.614 6.548 6.004 0.1388 0.1735 

Kω 
SST 

6.348 6.594 6.124 4.2711 5.3389 

kω 
SST-
TF 

6.713 6.594 6.124 0.5959 0.7448 

RSM-
LPS-
EWT 

6.630 6.716 6.990 0.6042 0.7553 

RSM 
-LR 

6.180 5.805 5.390 6.0764 7.5955 

RSM-
LR-
TF 

5.243 4.874 4.435 7.0378 8.7972 

where G1, G2 and G3 are the fine, medium and 
coarse grid. Drag coefficient values presented 
are multiplied with 103. The first column con-
tains the turbulence model taken into account. 

Table 6. Comparison error uncertainty 

Turb Fine Exp. 
E  

[%] 
Usn 
[%] 

Ue 
[%] 

Lam 3.224 2.970 -8.570 0.171 8.569 

SA 6.905 6.883 -0.318 0.113 0.297 

kεS 7.016 6.883 -1.940 0.366 1.905 

kε 
RNG 

7.007 6.883 -1.804 0.440 1.750 

KεR 7.021 6.883 -2.001 0.366 1.967 

kωS 6.614 6.883 3.908 0.174 3.904 

Kω 
SST 

6.348 6.883 7.767 5.339 5.642 

kω 
SST-
TF 

6.713 6.883 2.467 0.745 2.351 

RSM-
LPS-
EWT 

6.630 6.883 3.680 0.755 3.601 

RSM 
-LR 

6.180 6.883 10.206 7.596 6.816 

RSM-
LR-
TF 

5.243 6.883 23.818 8.797 22.134 
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All drag coefficients are expressed multiplied 
by 103.  

It is observed that the turbulence model 
with an equation, Spalart Allmaras produces 
the result closest to the experimental value, and 
the highest values of the validation error are 
obtained with the Reynolds Stress Model with 
the option Low Reynolds transitional flow. 

Figure 4 compares the experimental 
mean velocity profile with numerical values 
calculated with Spalart-Allmaras, 𝑘 −  Re-
alizable and 𝑘 −  SST-TF models, at vari-
ous sections in the calculation field. Differ-
ences are observed between the numerical 
and experimental values due to the intersec-
tion of the wall boundary with the inlet 
boundary and the transition zone of the lami-
nar to turbulent flow. When the flow be-
comes turbulent, the numerical speed profile 
overlaps with the experimental one, within 
the limit of 12%. 

 

Fig.4. Mean velocity inside boundary layer 

Fig.5. Skin friction coefficient, comparison 
SA (Spalart-Allmaras) vs Prandtl 

Next, the comparison between the com-
puted skin friction coefficient and the theo-
retical one, Prandtl for turbulent flow is pre-
sented. It can be qualitatively concluded that 
the curves are in good agreement. 

 

4. CONCLUDING REMARKS 

Following studies of viscous flow on the 
flat plate and around the aero-hydrodynamic 
profile NACA0012 and validations with re-
sults from the literature it can be concluded 
that the Spalart Allmaras turbulence model is 
promising for the study of the flow around 
junctions formed by an hydrofoil mounted on 
a plate, where a single equation is a great 
advantage in terms of hardware resources 
and computation time. 
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