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Abstract 
This paper aims to provide a sound estimation of the true value and proportion of white matter (WM), gray 
matter (GM), and cerebrospinal fluid (CSF) of the brain DTI images for a proper 3D volume reconstruction. 
During the pre-processing stage, two nonlinear filters are operated, i.e. bilateral and anisotropic diffusion. The 
segmentation of each brain tissue is performed using the k-means clustering algorithm. To minimize filters bias 
and for obtaining the best reproducible results, a statistical analysis has been performed. Thus, the skewness and 
kurtosis statistics features were computed for each segmented brain tissue and filter. The fuzzy k-means method 
allows for clustering analysis and the Bland-Altman analysis investigates the agreement between two filtering 
techniques of the same statistics feature and brain tissue. Then the 3D reconstruction method is presented using 
ImageJ and the image stacks for raw and processed data. We conclude that anisotropic diffusion filter offers the 
best results and 3D reconstruction of brain tissues is feasible. 
 
Keywords: brain tissues, K-clustering method, non-linear filters, statistics features, 3D reconstruction.  

 
 

1. INTRODUCTION  
 

In modern neuroscience, imaging techniques are used to study the structure of the brain. 2D 
segmentation of brain tissue in DTI (Diffusion Tensor Imaging) images represents an important tool 
for analyzing brain development [1], for the 3D visualization of a specific tissue or brain's anatomical 
structures [2], for delineating pathological regions, or for investigating brain changes. An ideal 
segmentation technique should meet some requirements such as minimal user interaction, fast 
calculation, and accurate and robust results [3].  

There are various brain MRI segmentation methods having different accuracy and degree of 
complexity. Thresholding is a simple segmentation method and belongs to the intensity-based 
methods. It uses the intensity histogram to determine the best intensity values which separate the 
desired brain tissue classes. This technique does not take into account the spatial characteristics of an 
image and can provide misclassification due to random noise and complexity of the intensity 
distribution of brain tissues [4]. The most reliable segmentation method is fuzzy c-means (FCM) 
which is an iterative segmentation method. Shen et al. [5], proposed an extension of the fuzzy c-means 
clustering algorithm method by using both simulated and real MR brain images corrupted by various 
noise levels. Their method uses the relative location and features of neighboring pixels to improve the 
performance of the segmentation. Somasundaram and Kalaiselvi [6] used k-means, Fuzzy C Means, 
and Expectation Maximization segmentation methods to correctly identify the white matter, gray 
matter, cerebrospinal fluid in T1w and T2w MRI images. K-means algorithm was shown to better 
classify the white matter, the Fuzzy C Means method misclassified gray matter and cerebrospinal fluid 
while the Expectation Maximization algorithm correctly classifies white matter, gray matter, 
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cerebrospinal fluid. A hybrid method based on gray level co-occurrence matrix (GLCM) and support-
vector machine (SVM) for brain MRI segmentation has been proposed by Yazdani et al. [4]. The 
performance of this hybrid method indicates a Kappa similarity index of 91.5 which is an 
improvement of the overall segmentation performance. 

Usually, 2D and 3D images are used to visualize anatomical and pathological components of 
the brain (tumor, brain surface, skull, arteries, and veins). Nowadays, surgeons ask for a clear and 
precise 3D brain image during complex robotic surgery [2]. Kikinis et al. [7], used 2D MRI brain 
images with tumors and vascular malformation for a 3D reconstruction by rendering surface Various 
spatial information about cortex, gray matter, white matter, blood vessels, tumors can be obtained with 
greater fidelity and further, the planning process of the surgery can be improved. Using neurosurgical 
planning software Mert et al. [8] used a 3D brain surface visualization technique realized to 
reconstruct the 3D brain surface from 2D brain images RMN. The topographic lesion localization was 
precise and fast compared to the 2D images. Harput et al. [9] performed a 3D reconstruction of the 
cerebral surface from 2D brain RMN from patients with neocortical lesions, using the free software 
called OsiriX. The method allowed an accurate identification of the tumor’s borders. 

In this paper, bilateral and anisotropic diffusion filters are used during the pre-processing 
stage. The k-means clustering algorithm performs the segmentation of the brain tissues into the DTI 
filtered images. The histogram characterization allows the extraction of more informative features like 
skewness and kurtosis. They are used to better capture the properties of tissues, to minimize filters 
bias, and for best reproducible results. The fuzzy k-means and the Bland-Altman methods provide a 
sound clustering analysis and assess the agreement between two filtering techniques of the same 
statistics feature and brain tissue. The 2D datasets (both raw and filtered images) are used for a 3D 
reconstruction, with the instrumentality of the free software ImageJ, with the final goal to obtain 
images that closely approximate the original studied structure. 

The remaining sections of the paper are as follows: the mathematical methods, the datasets, 
image acquisition, and post-processing are provided in Section 2; Section 3 provides the results and 
discusses, and Section 4 concludes the paper.  

 
2. METHODS 

2.1. MATHEMATICAL APPROACHES 
 

The anisotropic diffusion filter (ADF)  
ADF is used to adaptively remove the noise, maintaining the image edges [10, 11]: 
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where I denote the brain DTI image, t is the diffusion time, ∇  is the gradient operator, D is the 
diffusion tensor and it is adapted to the local brain structure. The diffusion tensor D uses the same 
eigenvectors as the structure tensor.  The eigenvalues of D are [10]:   .  
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where 0 < c1 << 1 and c2 > 0.  
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The elements of D are as follows: 
 

2 2
1 2cos sina λ α λ α= +                      (5) 

 
( )1 2 sin cosb λ λ α α= −                      (6) 

 
2 2

1 2sin cosc λ α λ α= +                      (7) 
 

By using γ1 and γ2, the eigenvectors of the structure tensor, the smoothing directions are determined. 
The eigenvalues µ1 and µ2 define the contrast along with the considered directions. When µ1 >> µ2, the 
eigenvector  γ1 indicates the orientation with the highest intensity fluctuation and  γ2 is the direction for 
smoothing. 

 
Bilateral filtering  

A bilateral filter reduces the noise, preserves the edges by weighting the sum of the pixels in a local 
neighborhood. The used weights are computed based on the spatial distance and the intensity distance. 
The bilateral filter BF[ ] for an image I is defined [12] :    
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where Wp is a normalization factor: 
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σs   is a spatial parameter; σR a range parameter; Ip and Iq denote the intensity values of the pixels p and 
q, respectively; 

s
Gσ is a spatial Gaussian weight; 

r
Gσ is a range Gaussian who modulates the Iq 

influence when its intensity is different from Ip; S is the spatial domain and R is the range domain.  
p q−  is the Euclidean distance between pixel p and pixel q. 

 
  K-means algorithm  

K-means is a clustering algorithm able partitioning data into k = n clusters of similar objects. For our 
study, k = 3 (i.e., k = 1 is for CSF, k = 2 for WM, and k = 3 for GM). 
The k-means is built on an expectation-maximization algorithm and it tries to minimize distances 
within a cluster and maximize the distance between different clusters [13, 14]: 
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where ( ) 2j
i jx c−  is the Eucledian distance between a data point, xi

(j) , and a cluster center, cj, iterated 

over i th  all k points in the cluster; n is data points. 
 

Fuzzy K-means algorithm 
This algorithm differs from K-means through use of weighted squared errors [15]. The fuzzy k-means 
based on [16]  
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where 𝑢𝑢𝑖𝑖𝑖𝑖 is the membership value of jth data point to ith cluster, and meets the following conditions: 
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m > 1 is a weighting exponent or fuzzifier parameter.   
 

Kurtosis and Skewness 
The kurtosis measures the peakedness (or the heaviness of the tails) of the distribution [17, 18]: 
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The skewness measures the asymmetry of the distribution [15, 16]:  
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I is an image with dimension L x L,  µ is mean the 1st moment, σ is standard deviation, square 
of the 2nd central moment and are defined as [17]: 
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Brain volume computation  

2D image stacks generated for each segmented brain tissue are used for 3D reconstruction. To 
perform this task, the software ImageJ Plugin-3D-Volume Viewer is used. The volume is 
computed as [18]: 
 

1
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where N =100 is the number of the images for each segmented brain tissue in the stack; h =1.5 pixels 
is the distances between two successive slices in the stack; Ai and AN  are the area of the first and last 
image in the stack, respectively; Ak denotes the area of the kth slice and δ the thickness of a slice. 
 

The Bland Altman method 
Generally, the Bland-Altman method assesses the agreement between two quantitative measurements. In the 
proposed study, the agreement between the bilateral and anisotropic diffusion filters is evaluated. This method 
asks for a limit of agreement of 95% of the data points placed within ± 2SD of the mean difference. The standard 

https://en.wikipedia.org/wiki/Skewness
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deviation SD indicates how accurate is the mean (M) of the kurtosis and skewness, for each brain tissues xi [19-
21], 
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The Pearson coefficient   

The Pearson correlation coefficient indicates the relationships between the two methods [19-22]: 

 

 

    

 

                              (19) 
              

 
2.2. SUBJECTS, IMAGE ACQUISITION AND POST-PROCESSING 

 
The programming environments are MATLAB R2017a, Image Processing toolbox, ImageJ plugin and 
MedCalc, respectively. This study includes 100 DICOM brain images of a healthy patient (128 × 128 
pixels) that were acquired without diffusion gradients (b0 = 0 s/mm2) using a 1.5 T MRI scanner 
Philips Medical Systems, Best, Netherlands. The flow chart is shown in Fig. 1. 
 

 
Fig. 1. The flow chart of the proposed method. 

 
3. RESULTS AND DISCUSSION 

 
The results of the k-means segmentation and separation process are shown in Fig. 2. 
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Fig. 2.  example of k-means segmentation and brain tissues separation process.  a) anisotropic 
diffusion filter; b) clustering results; c) cluster 1 is for CSF; d) cluster 2 is for WM; e) cluster 3 is for 

GM. 
 

The statistical descriptors kurtosis and skewness of the tissues contained in the MRI 
brain images are analyzed using the fuzzy k-means algorithm. The clustering operation has 
been performed for both filters. Figures 3 and 4 show the clustering results for kurtosis and 
skewness data, respectively. 

 

  
a) b) 

 
Fig. 3.  Clustering results for kurtosis values and for each brain tissue. a) the bilateral filter, b) 

anisotropic diffusion filter 
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a) b) 

Fig. 4.  Clustering results for skewness values and for each brain tissue. a) the bilateral filter, b) 
anisotropic diffusion filter 

 
The Euclidean distances between the center of the determined clusters are presented in 

Table 1. A greater distance between clusters indicates a greater dissimilarity between 
analyzed data. 

 
Table 1 Distance between final cluster centers for kurtosis and skewness features  

 
Types of nonlinear filters Features Euclidean Distance 

 

 

Bilateral filter 

Kurtosis  CSF WM GM 
CSF - 269.1137 68.53895 
WM 269.1137 - 262.2255 
GM 68.53895 262.2255 - 

Skewness  CSF WM GM 
CSF - 10.58244 3.244547 
WM 10.58244 - 10.99234 
GM 3.244547 10.99234 - 

 

Anisotropic diffusion 

filter 

Kurtosis  CSF WM GM 
CSF - 75.17172 276.6298 
WM 75.17172 - 285.2366 
GM 276.6298 285.2366 - 

Skewness  CSF WM GM 
CSF - 9.048268 2.936416 
WM 9.048268 - 9.275849 
GM 2.936416 9.275849 - 

 
Based on the clustering analysis represented in Figures 3 and 4 and data in Table 1, the 

following observations can be systematized:  
− kurtosis better separates WM from both GM and CSF, as the Euclidean distances between the 
WM and CSF centroids is 269.1137 and between GM and WM is 262,2255, respectively, for bilateral 
filter; 
− kurtosis better separates GM from WM and CSF, as the Euclidean distances between the 
centroids of the GM and CSF is 276.6298 and between GM and WM is 285,2366, respectively, for 
anisotropic diffusion filter; 
− skewness feature indicates a low degree of membership during the clustering operation for all 
brain tissues and for both filters.  

However, there is no clear difference between the performance of the utilized filters. A further 
analysis based on Bland Altman’s statistical interpretation of the data for each brain tissue is 
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performed using MedCalc software. The agreement between two quantitative measurements provided 
by bilateral and anisotropic diffusion filters is displayed in Figures 5 and 6. 

 

  
a) CSF results measured by the bilateral filter 

method may be 10.6 units below or 11.9 above method 
anisotropic diffusion filter. The width of the interval 
is 22.5. 

b) WM results measured by the bilateral filter 
method may be 30.9 units below or 33.0 above method 
anisotropic diffusion filter. The width of the interval is 63.9. 

 
Fig. 5. The Bland Altman plots for bilateral and anisotropic diffusion filters for kurtosis 

feature. Ox shows the average of two measurements provided by the bilateral and anisotropic 
diffusion filters. Oy indicates the differences between the methods’ estimates. The confidence intervals 
for the mean difference and the agreement limits are indicated. The estimated bias is indicated by the 

mean difference and the fluctuations around this mean are provided by SD 

   

 c) GM results measured by the bilateral filter method 
may be 20.8 units below or 19.8 above method anisotropic 
diffusion filter. The width of the interval is 40.6. 
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c) GM results measured by the bilateral filter method may be 2.7 
units below or 2.4 above method anisotropic diffusion filter. The 

width of the interval is 5.1. 
 

Fig.6. The Bland Altman plots for bilateral and anisotropic diffusion filters for skewness features. Ox 
shows the average of two measurements provided by the bilateral and anisotropic diffusion filters. Oy 

indicates the differences between the methods’ estimates. The confidence intervals for the mean 
difference and the agreement limits are indicated. The estimated bias is indicated by the mean 

difference and the fluctuations around this mean are provided by SD. 
 
Information extracted from kurtosis data for CSF (Fig. 5a) and GM (Fig. 5c) indicates a good 

agreement between measurements of the two filters as the average difference is closer to zero.  
For skewness data, the plot for WM (Fig. 6b) indicates also a good agreement between 

measurements of the two filters. Moreover, a concentrated distribution of CSF data (Fig. 6a) is 
observed on both sides of the median / bias. In this case, the limits of the agreement intervals are 
narrow, which indicates that both preprocessing methods are comparable. 

 To evaluate the relationship between the filtering methods, the Pearson correlation 
coefficients are computed. The results are presented in Tables 2 and 3 for kurtosis and skewness 
features, respectively.  

 
 
 

 

 

 

a)  CSF results measured by the bilateral filter method 
may be 5.3 units below or 4.9 above method 

anisotropic diffusion filter. The width of the interval 
is 10.5. 

b) WM results measured by the bilateral filter method may be 2.8 
units below or 3.1 above method anisotropic diffusion filter. 

The width of the interval is 5.9. 
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Table 2. The Bland Altman statistics (M±1.96*SD, Bias and Pearson correlation) for kurtosis feature. 
M denotes the average of the differences between the measurements and SD is the standard deviation 

of the measured values 
 

Brain tissue M+1.96*SD M-1.96*SD Bias 
Pearson 

correlation 
coefficient (r) 

CSF 11.9 -10.6 0.7 0.84 

WM 33 -30.9 1 0.96 

GM 19.8 -20.8 -0.5 0,65 

 

 Table 2 shows that a correlation is higher than 0.75 for CSF and WM so that the results 
provided by both filters show a good correlation. In the case of WM, a correlation coefficient close to 
the value 1 was determined indicating a linear relationship between both filters’ output. There is also a 
negative average bias (i.e., a systematic negative error) related to the GM measurements. 
 

 Table 3. The Bland Altman statistics (M±1.96*SD, Bias and Pearson correlation) for 
skewness feature. M denotes the average of the differences between the measurements and SD is the 

standard deviation of the measured values 
 

Brain tissue 
 

M+1.96*SD 
 

M-1.96*SD 
 

Bias 
 

Pearson 
correlation 

coefficient (r) 

CSF 4.9 -5.3 -0.2 0.31 

WM 2.4 -2.7 -0.1 0.91 

GM 3.1 -2.8 0.1 0.66 

 
 Table 3 shows a correlation coefficient close to the value 1 indicating a linear relationship 
between both filters’ output related to WM and skewness feature.  A good correlation was determined 
for GM, while for CSF the correlation is weak. On the other hand, for the skewness feature, the 
average bias (i.e. a systematic negative error) shows small values for all brain tissues.  

Once the brain tissues are accurately extracted, we perform a 3D reconstruction to reveal brain 
tissue patterns with the preservation of local spatial relationships. The performance of both bilateral 
and anisotropic diffusion filters is assessed for brain volume quantification. The accurate 3D brain 
reconstructions can be used for quantitative brain morphometric analyses. Figures 6, 7, and 8 show the 
3D reconstruction results and the quantifications of volumes data are displayed in Table 4. 
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a)  b)  c) 

 
Fig. 7. 3D reconstruction of the CSF brain tissue. (a) imaged volume from the raw dataset; (b) imaged 

volume from the bilateral filter dataset; (c) imaged volume from the anisotropic filter dataset. 
 

 
 

 

a)  b)  c) 
Fig. 8. 3D reconstruction of the WM brain tissue. (a) imaged volume from the raw dataset; (b) imaged 

volume from the bilateral filter dataset; (c) imaged volume from the anisotropic filter dataset. 

   
a)  b)  c) 

 
Fig. 9. 3D reconstruction of the GM brain tissue. (a) imaged volume from the raw dataset; (b) imaged 

volume from the bilateral filter dataset; (c) imaged volume from the anisotropic filter dataset. 
 

Table 4. Volume values for each brain tissue  
 

 CSF 
(x106 voxels) 

WM 
(x106 voxels) 

GM 
(x106 voxels) 

raw data 0.18 0.55 0.76 
bilateral filter data 0.23 0.76 0.79 
anisotropic diffusion filter 
data 

0.21 0.58 0.74 
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The brain volume variation is small and positive for the anisotropic diffusion filter and is 
larger for the bilateral filter. 

As a result, when we pool data from our studies, we can conclude that the anisotropic 
diffusion filter is a better solution for 3D reconstruction and volumetric analysis.   
 

4. CONCLUSIONS 
 

In this paper, two filters, namely the anisotropic diffusion filter and bilateral filter, and two 
statistical features (i.e. kurtosis and skewness) were investigated to assess their capability for an 
accurate 3D brain reconstruction. The coupling between the kurtosis feature and anisotropic diffusion 
filter has been found as the best tool for pre-processing, segmentation, and 3D brain tissues 
reconstruction.   

The proposed method for 3D brain reconstruction and volume estimation offers a good 
foundation for further studies of different brain regions 3D reconstruction. 
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