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Abstract 

Breast ultrasound imaging is an essential tool in early breast cancer detection, yet its interpretation remains a 

challenging task due to image variability and noise. This study explores deep learning-based approaches for 

tumor segmentation and classification in breast ultrasound images, aiming to improve diagnostic accuracy and 

assist medical professionals in decision-making. An encoder-decoder architecture utilizing two pre-trained 

convolutional neural networks, DeepLabV3+ and U-Net, is proposed for the segmentation task. The 

segmentation performance was evaluated against a semi-automatic Local Graph Cut method using the Dice 

similarity coefficient. DeepLabV3+ achieved superior results compared to U-Net and Local Graph Cut. 

Further, a deep learning framework incorporating MobileNetV2, VGG16, and EfficientNetB7 is employed for 

classification. The proposed approach is novel in its ability to extract and analyze features from both the lesion 

and the surrounding tissue, leveraging morphological operations (erosion and dilation) to improve the model’s 

interpretability. Transfer learning allows for the optimization of classification performance. The system was 

trained and validated using the BUS-BRA and BUSI datasets. High accuracy and AUC scores were achieved for 

the classification of both benign and malignant lesions. These results confirm the effectiveness of CNNs in 

segmentation and classification tasks, highlighting the potential of deep learning for automated breast cancer 

diagnosis. The proposed methodology paves the way for more robust, interpretable, and clinically relevant AI-

driven diagnostic tools in breast imaging. 

 

Keywords: breast lesion, US images, convolutional neural networks, tumor segmentation, tumor classification.  

 
 

1. INTRODUCTION 
 

Breast cancer continues to be one of the leading causes of mortality among women 

worldwide, recording a significant number of new cases annually. Early diagnosis remains essential 

for increasing survival chances, which is why imaging screening methods are constantly being 

improved [1]. Although mammography is considered the gold standard in the early detection of 

tumors and microcalcifications, its effectiveness is diminished in the case of dense breast tissue and 

involves the use of ionizing radiation [2]. In this context, breast ultrasound (BUS) becomes an 

important alternative, offering the advantages of a non-invasive, radiation-free method that is more 

accessible and effective in detecting breast lesions, including in dense breast tissue. Due to the 

variability in tumor appearance and the high noise level specific to this imaging technique, the 
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interpretation of ultrasound images is still challenging. Moreover, a large stack of images required for 

a complete breast evaluation significantly demands the attention and time of radiologists. For these 

reasons, automated systems for the segmentation and classification of breast lesion development, 

based on artificial intelligence, have become a priority. 

The correct segmentation of breast tumors plays an essential role in the diagnostic process, 

allowing for a clear delineation of lesions from normal tissue. Initially, automatic segmentation 

methods were developed within computer-aided diagnostic (CAD) systems, aimed at supporting 

doctors in medical image analysis. With the advancement of AI, with a particular focus on 

convolutional neural networks (CNNs), significant progress has been made in medical image 

processing. CNNs, through their specific architecture that includes convolutional layers, pooling, and 

dense connections, have demonstrated a high capacity to learn complex representations of imaging 

data [3]. In this context, the use of encoder-decoder architectures, such as DeepLabV3+ and U-Net, 

has been explored for the automatic segmentation of tumors in breast ultrasound images. Their 

performances have been compared with semi-automated methods like Local Graph Cut [4-6]. 

Furthermore, for the classification of lesions as benign or malignant, we employed pre-trained 

networks including MobileNetV2, VGG16, and EfficientNetB7. To enhance feature extraction, 

morphological operations such as erosion and dilation were integrated, enabling the capture of 

meaningful features not only within the tumor regions but also in the surrounding tissues [7-9]. This 

approach can improve the interpretability of the models and refine the diagnostic process. 

 

2. MATERIALS AND METHODS 
 

To improve breast cancer diagnosis through ultrasound, this paper highlights recent advances 

in using CNNs to emphasize improvements in tumor segmentation and lesion classification. Currently, 

most studies on breast cancer classification use deep learning models and raw images or tumor 

features, neglecting important clinical stages such as feature optimization and image preprocessing. In 

this context, we propose the analysis of approaches based on pre-trained CNN networks for tumor 

segmentation and lesion classification to improve diagnostic accuracy. 

The images used come from two public datasets: BUSI and BUS-BRA. The BUSI dataset [10]  

contains 780 8-bit grayscale ultrasound images (437 benign, 210 malignant, 133 normal), collected at 

Baheya Hospital in Egypt, accompanied by manual segmentations performed by radiologists. The 

BUS-BRA dataset [11] includes 1875 images from 1064 patients, classified into 1268 benign and 607 

malignant images, confirmed by biopsy. 

 For the automatic segmentation of tumors in breast ultrasound images, two encoder-decoder 

architectures, DeepLabV3+ and U-Net, were explored to evaluate their effectiveness and accuracy in 

delineating tumor boundaries. The encoder-decoder architecture of the DeepLabV3+ network [12] 

uses Xception-65 as the backbone, atrous spatial pyramid pooling (ASPP) for extending the field of 

view, and a decoder with progressive upsampling to restore spatial details. The CNN U-Net network 

[13] has a symmetric architecture based on convolution and transposed convolution operations, with 

connections between the encoder and decoder for feature extraction and reconstruction. Also, a semi-

automated Local Graph Cut method was used for segmentation and performance comparison. The 

segmentation performance was quantified using the DICE similarity coefficient, which provides an 

objective measure of the overlap between the automatically segmented regions and the manually 

annotated ground truth. 

To enhance the detection of affected areas and facilitate more effective feature extraction, the 

raw images are preprocessed using morphological operations such as erosion and dilation [14-16]. 

Erosion reduces the tumor size by 10 pixels, allowing feature extraction only from the internal tumor 

tissue. Dilation expands the tumor region to include both the tumor and the peritumoral tissue within a 

radius of 10 pixels. These operations allow for the capture of relevant information about the internal 

structure of the tumor and how it interacts with the surrounding tissue, essential aspects for 

differentiating between benign and malignant lesions. Following this preprocessing, three versions 

were obtained for each image: the image retaining only the region of interest (ROI), the eroded image, 

and the dilated image. They were subsequently used in the classification process. The preprocessed 

images were fed into a suite of pre-trained CNN models (MobileNetV2, VGG16, and EfficientNetB7) 
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for feature extraction and lesion classification. MobileNetV2 [17] is a model optimized for 

computational efficiency, using inverted residual blocks and depthwise separable convolutions. It is 

ideal for fast medical classification applications. VGG16 [18] is a classic deep network architecture, 

composed of 13 convolutional layers and 3 fully connected layers, known for its robustness in 

extracting complex visual features. EfficientNetB7 [19] is a model scaled simultaneously in depth, 

width, and resolution, capable of learning detailed features from images with reduced computational 

costs. The entire training process was carried out using transfer learning and fine-tuning. Initially, the 

models were pre-trained on the ImageNet database, which contains over a million labeled images. 

 

3. RESULTS AND DISCUSSION 
 

BUS images were segmented using the Local Graph Cut algorithm in the MATLAB 

environment, and the results were used as reference images, alongside the ground truth segmentations 

performed by radiologists. Figures 1 and 2 present examples of segmented images with analyzed 

convolutional networks. The results generated by DeepLabV3+ (Fig. 1, columns c and f) are more 

closely aligned with the reference images compared to those obtained with the U-Net network (Fig. 2, 

columns b and d). 

 

    
  

      
(a) (b) (c) (d) (e) (f) 

Fig. 1. Segmentation by DeepLabV3+ results. (a), (c) original raw image; (b) ground truth segmentation by 

radiologists; (c), (f) segmentation result by DeepLabV3+; (e) ground truth segmentation by Graph cut 

algorithm; First row: benign lesion; Second row: malignant lesion. 

 

    

    
(a) (b) (c) (d) 

Fig. 2. U-Net segmentation results. (a) ground truth segmentation by radiologists; (b), (d) 

segmentation result by U-Net; (c) ground truth segmentation by Graph cut algorithm; First row: 

benign lesion; Second row: malignant lesion. 

  

 The Dice score values clearly highlight the differences in accuracy between the DeepLabV3+ 

and U-Net architectures, as illustrated in Fig. 3. 
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(a) (b) 

Fig. 3. Segmentation performance for (a) DeepLabV3+; (b) U-Net.  

 

DeepLabV3+ demonstrated superior performance when evaluated against both the original 

ground truth images provided by radiologists and the segmentations generated by the Local Graph Cut 

algorithm, thereby confirming its robustness and capacity to generalize across different reference 

standards. In contrast, U-Net exhibited significantly lower segmentation accuracy, particularly when 

the original radiologist annotations served as the reference, indicating its limited ability to accurately 

delineate lesion contours. When using segmentations obtained through the Local Graph Cut method as 

references, U-Net’s performance declined further, underscoring its sensitivity to the quality and 

variability of training data. These findings suggest that DeepLabV3+ is more effective in capturing the 

morphological features of breast tumors, likely due to its advanced architecture incorporating atrous 

spatial pyramid pooling (ASPP) and a high-performance decoder. Although U-Net remains a widely 

used model in medical image segmentation, it appears less capable of handling the high structural 

variability characteristic of BUS images and is more dependent on high-quality training annotations. 

Additionally, lesion regions were classified as benign or malignant using three pre-trained 

networks—EfficientNetB7, VGG16, and MobileNetV2—via transfer learning. Figure 4 shows how 

the imaging characteristics of the lesion and surrounding tissues influence classification performance, 

using accuracy as the metric. 

 

 

A comparative analysis of the accuracy across the three pre-trained networks reveals that 

EfficientNetB7 consistently outperforms the others across all types of processed images, achieving the 

highest accuracy particularly on eroded images. MobileNetV2 also demonstrated strong performance 

on eroded images, indicating its robustness in feature extraction following preprocessing. Conversely, 

VGG16 showed more modest results, especially when applied to raw images, where it attained the 

lowest accuracy among the three models. In all scenarios, preprocessing of images significantly 

improved classification performance compared to using raw images, underscoring the beneficial 

   

(a) (b) (c) 

Fig. 4.   Classification performance for (a) EfficientNetB7; (b) VGG16; (c) MobilNetV2.  
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impact of image enhancement techniques. These experimental findings emphasize the critical role of 

integrating segmentation and morphological preprocessing steps to enhance breast tumor classification 

accuracy (Fig. 5). Segmentation plays a vital role by isolating the tumor region, effectively reducing 

background noise, and enabling deep learning models to focus on relevant features for distinguishing 

benign from malignant lesions. Erosion operations facilitated the extraction of fine internal details 

within the tumor, which are valuable for identifying malignancy indicators. Meanwhile, dilation 

operations accentuated features in adjacent peritumoral tissues, providing critical information for 

evaluating invasive tumors. Collectively, these preprocessing strategies enhance the morphological 

context and improve the overall performance of the classification models.  

 

     

     

Original raw image Ground truth image ROI image Dilatated image Eroded image 
Fig. 5. Morphological pre-processing results. 

First row: benign lesion; Second row: malignant lesion. 

 

Another important aspect of the experiment pertains to the application of transfer learning 

techniques, which played a significant role in reducing the amount of training data required and 

accelerating the convergence of the pre-trained CNN models. This approach enabled efficient 

utilization of existing knowledge embedded in the models, thereby enhancing training efficiency and 

performance. We also observed that the models’ responses to different types of preprocessing varied, 

suggesting that an ensemble approach, based on combining the results of multiple classifiers, could 

lead to further improvements in overall performance.    

 

4. CONCLUSIONS 

 

The comparative analysis of segmentation and classification approaches underscores that deep 

learning-based models, when trained on properly preprocessed ultrasound images, can attain 

performance levels comparable to, or even surpassing, human evaluations, particularly in screening 

and initial sorting tasks. Encoder-decoder network architectures have demonstrated effectiveness in 

supporting breast cancer diagnosis by providing precise tumor segmentations in ultrasound images, 

thereby facilitating more accurate assessments. A key insight from the study is the substantial impact 

of preprocessing on model performance. The use of eroded and dilated images notably enhanced the 

networks' capacity to learn salient features, both within the tumor regions and in the peritumoral 

tissues. This morphological preprocessing enables the models to better capture critical details and 

improve diagnostic reliability. In conclusion, for automatic segmentation of breast tumors in 

ultrasound images, DeepLabV3+ offers superior accuracy and robustness compared to U-Net, 

regardless of the ground truth standard employed.  
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